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Abstract 

 ÅEvery human activity and every academic 
discipline generates texts.  

 

ÅApplying Corpus Analysis methods to these texts 
can often generate new insights into the 
underlying themes and threads in various fields, 
and discover aspects that are often missed by 
qualitative approaches.  

 

ÅThis talk will describe and discuss a wide range 
of applications in, for example, pedagogy, 
translation, literature, forensics, sociology, 
politics, computer science, and the natural 
sciences. 



 

ά9ǾŜǊȅ ƘǳƳŀƴ ŀŎǘƛǾƛǘȅ ŀƴŘ ŜǾŜǊȅ ŀŎŀŘŜƳƛŎ ŘƛǎŎƛǇƭƛƴŜ ƎŜƴŜǊŀǘŜǎ ǘŜȄǘǎέ 

e.g. BUSINESS  
 

άw9![ ²hw[5έ ACADEMIC PURPOSES 

Social Travel 

Committees Presentations 

Dealing with customers Buying and selling Seminars and 

lectures 

Meetings 

Telephone 

Telex 

Letters Order, Supply, Remind, 

/ƻƳǇƭŀƛƴΣ !ǇƻƭƻƎƛȊŜ Χ 

Exam essays 

Assignments 

Memos Report writing 

Email Case studies 

Summary writing 

Documentation Import/Export 

Promotional literature Text books 

Job specifications and 

advertisements 

Business journals and magazines 

WEBSITES Financial press WEBSITES 



ά!ǇǇƭȅƛƴƎ /ƻǊǇǳǎ !ƴŀƭȅǎƛǎ methods ǘƻ ǘƘŜǎŜ ǘŜȄǘǎΧέ  

Χ ōǳǘ WHAT IS A CORPUS? 

Åάŀ ŎƻƭƭŜŎǘƛƻƴ ƻŦ naturally occurring language 
texts, chosen to characterize a state or variety of 
ŀ ƭŀƴƎǳŀƎŜέ ό{ƛƴŎƭŀƛǊΣ мффмύ  

 
 

Åάŀ ŎƻƭƭŜŎǘƛƻƴ ƻŦ ƭƛƴƎǳƛǎǘƛŎ ŘŀǘŀΣ ŜƛǘƘŜǊ ǿǊƛǘǘŜƴ 
texts or a transcription of recorded speech, 
which can be used as a starting-point of linguistic 
description or as a means of verifying 
hypotheses ŀōƻǳǘ ŀ ƭŀƴƎǳŀƎŜέ ό/ǊȅǎǘŀƭΣ мффмύ 

 
 

Åάŀ ŎƻƭƭŜŎǘƛƻƴ ƻŦ ŀŎǘǳŀƭƭȅ ƻŎŎǳǊǊƛƴƎ ǘŜȄǘǎ όŜƛǘƘŜǊ 
spoken or written), stored and accessed by 
means of computers, and useful for investigating 
language useέ όThornbury, 2006) 

 
 

ÅLike a library, but in which you know not only 
where each text is, but where every word in 
each text is! (Krishnamurthy, 20..?) 



Why bother with corpora? 

ÅFor hundreds of years, astronomers and sailors observed the 
stars in the sky with their eyes. Astronomers were able to 
construct satisfactory theories, and sailors were able to 
navigate over large distances successfully. However, once 
telescopes were invented, astronomers and sailors realized 
that many of their theories and assumptions were wrong, 
e.g. that the Earth moved round the Sun and not vice versa, 
and the Earth was round and not flat.  

 

ÅSimilarly, corpus research has shown that although we may 
speak, read and communicate very well, our intuitions about 
language are in fact unreliable. What we think we have heard 
or read is often very different from what we have actually 
heard or read. (Indeed what we think we ourselves have said 
or written is often different from what we have actually said 
or written!)  



Why bother with corpora? 

ÅάLanguage users cannot accurately report language usage, 
even their ownέ ό{ƛƴŎƭŀƛǊΣ мфут) 

 

Åά¦ǎƛƴƎ ŀ ƭŀƴƎǳŀƎŜ ƛǎ ŀ ǎƪƛƭƭ ǘƘŀǘ Ƴƻǎǘ ǇŜƻǇƭŜ ŀǊŜ ƴƻǘ ŎƻƴǎŎƛƻǳǎ 
of;  they cannot examine it in detail, but simply use it to 
ŎƻƳƳǳƴƛŎŀǘŜέ ό{ƛƴŎƭŀƛǊ мффр) 

 

Åά¢ƘŜǊŜ ŀǊŜ Ƴŀƴȅ ŦŀŎǘǎ ŀōƻǳǘ ƭŀƴƎǳŀƎŜ ǘƘŀǘ Ŏŀƴƴƻǘ ōŜ 
discovered by just thinking about it, or even reading and 
ƭƛǎǘŜƴƛƴƎ ǾŜǊȅ ƛƴǘŜƴǘƭȅέ ό{ƛƴŎƭŀƛǊΣ мффрύ 

 

ÅAs language teachers and professionals, we often have strong 
ƛƴǘǳƛǘƛƻƴǎ ŀōƻǳǘ ƭŀƴƎǳŀƎŜ ǳǎŜΧ Corpus-based research, 
however, shows us that our intuitions are often completely 
wrong. (Biber 2005) 



Why not use the Web and Search Engines? 

  Web and Search Engines Corpora 

SIZE Vast Manageable 

PROCESSING 

SPEED 

Slow Fast 

ANALYSES Coarse-grained, General Fine-grained, 

Detailed, 

Specific 

CONTENT 

RANGE 

No Overview; Diffuse, 

Uncategorized 

Selected, 

Documented, 

Categorized 

CONTENT 

STABILITY 

Volatile/Dynamic: cannot 

replicate analyses 

Stable: can 

replicate 

analyses 

CONTENT 

QUALITY 

uncontrolled Controlled by 

selection 

SOFTWARE complex, óblack boxô simple, fully 

documented 



Corpus Analysis methods: bottom-up! 

1 

Identification 

(tokenization) 

 to identify the 
objects of study 
(words, phrases, 

etc) 

2 

Frequency 

to know 
which objects 
are common 
and which are 

rare 

3 

Behaviour 

eg 
concordance 

to observe the 
behaviour of 
the objects in 

context 

4 

Analysis 

eg 
collocation 

to use the 
power of 
computer 

software to 
identify 
patterns 

5 

Interpretation 

and 

Generalisation 

on the basis of the 
observed 

behaviour and 
analyses 



Corpus Analysis 1. IDENTIFICATION: (tokenisation) 
of objects of study ς ǇǊƻōƭŜƳǎ ƻŦ ŘŜŦƛƴƛǘƛƻƴΧ 

Phoneme 

Word 

Intonation unit 

Utterance 

Conversation 

Speech/lecture 

Minute/hour 

Discourse 

Letter (grapheme) 

Word 

Multi-word unit 

Clause 

Sentence 

Paragraph 

Chapter 

Text 

Discourse 



Corpus Analysis 2. FREQUENCY 

Most 

frequent 

words 

BCET 
(18 m words) 

Bank of 

English 
(418 m words) 

the 1,081,654              22,849,031 

of 535,391                10,551,630 

and 511,333                9,787,093 

to 479,191                10,429,009 

a 419,798                9,279,905 

in 334,183                7,518,069 

that 215,332                4,175,495 

s (8,570) 4,072,762 

is (166,691) 3,900,784 

it 198,578                3,771,509 

APPLICATIONS: linguistics: language description; language teaching: lexical 
syllabus; lexicography: inclusion/ exclusion, spelling forms, frequency markers 

receivability 5 

receivable 147 

receivables 182 

receival 2 

receivals 3 

receive 29942 

received 48309 

receiver 3129 

receivers 1311 

receivership 737 

receiverships 28 

receives 4705 

receiveth 2 

receiving 11340 

In Descending Frequency order: In Alphabetical order: 



Corpus Analysis 3. Behaviour in context - 
CONCORDANCES : meanings and patterns 

 however , have trimmed its interest receivable figure by £ 22 
     couldn't tell whether accounts receivable had been paid  
  offset by an increase in  accounts receivable . Later, when  
 

  would routinely tell her they had receivables  of thousands  
             dollars of credit - card receivables  it has so fa   
           The value of debtors  ( or  receivables ) has to be p 
  foreign - currency payables  against  receivables . This type  

  a glance at Andrei. Replacing  the  receiver , she spoke hurr  
  of the dining room, picked up the  receiver . `Hello," she s  
 want it done now!" He replaced  the  receiver then walked Kol  
 

    the path of incoming flights . A receiver on an aircraft  
   room's conversations to a nearby receiver --  even an FM  
   and causing `static" in on- board  receivers and computers.  
  waveband  with other transmitters , receivers and communica  
 

    we had anticipated to appoint a receiver who may well  
         to creditors. The Official Receiver -  part of the  
Pensioners are keen to bring in the receivers to protect wha 
 A syndicate of banks called in the receivers over debts tot  

Word class 

Lexical  
relations 

collocation 

Lexical 
domain 

phraseology 



Corpus Analysis 4.1 software ς patterns: 
e.g. collocates of hard (BoE 448m, 2001) 

to  58444  

the  39225  

it  37451  

and  27875  

a 24531  

is  18314  

s 16947  

of  14980  

for  11462  

work  11378  

1. By frequency: 
= co-occurrence 

it  37451  146.778704  

to  58444  136.672099  

work  11378  99.794844  

very  7297  73.848184  

is  18314  64.938617  

find  4915  64.513063  

working  4347  61.992590  

worked  4039  61.399611  

s 16947  55.243460  

so  5902  49.255196  

2. By various statistics: [e.g. t-score] 
Ґ ΨǎƛƎƴƛŦƛŎŀƴǘΩ ŎƻƭƭƻŎŀǘƛƻƴ 

Many  
ΨŎƻǊǇǳǎ-ŦǊŜǉǳŜƴǘΩ  

words 

/ŀƭŎǳƭŀǘŜǎ Ψactual vs expectedΩ ŦǊŜǉǳŜƴŎȅΤ  ǘƘǳǎ 
 ǇǊƻƳƻǘŜǎ Ψmore than randomΩ Ŏƻ-occurrences; 
ŀƴŘ ŜƭƛƳƛƴŀǘŜǎ Ƴŀƴȅ ΨŎƻǊǇǳǎ-ŦǊŜǉǳŜƴǘΩ ǿƻǊŘǎ 



Corpus Analysis 4.2 software ς patterns: 
e.g. collocates of hard (BoE 448m, 2001) 

it          it          is         NODE       to          believe     how 

have       find        very        NODE       work        get         that  

but        is         s          NODE       for         imagine     but  

will        worked      a          NODE       working     find        what  

i           s          so          NODE       time        see         why 

has        work        be         NODE       line        say         it  

had        found       it          NODE       on         beat        heels  

would       was        too         NODE       pressed    tell        to  

he         will        work        NODE       core        keep        them  

hit         would       worked      NODE       enough      understand  follow  

they       been       was        NODE       currency    come       up  

find        be         working     NODE       times       make       because  

going      have       how        NODE       hitting    work        whether  

[NODE = word being analysed = hard] 

LEXICO-GRAMMAR: (impersonal) it, hard+to-infinitive, hard+for/on (sb?) 
PHRASEOLOGY: hard + time(s), line, core, pressed, currency, hitting 
IDIOMATICITY: hard (on the?) heels (of?) 
PRAGMATICS:  advice, excuses, warnings 
MODALITY: will/would, degree (very, so, too, how) 
SEMANTICS : work/time/currency; lexical sets  (perception: believe /imagine /see  
        /understand; practical: get, find, say, beat, tell, keep, come, make) 



Corpus Analysis 5: Interpretations and Generalisations 

APPLICATION 1: LANGUAGE STUDIES 

 
LEXIS: (E)FL Dictionaries (Cobuild, Longman, Cambridge,  
Macmillan); General Dictionaries (Collins, NODE, ODE); 
Bilingual Dictionaries (Collins, Oxford-Hachette); many new  
National Dictionaries (Czech, Hungarian, Slovene, South African  
multilingual); Thesaurus (A. Kilgarriff); (E)LT Coursebooks 
COLLOCATION: Cobuild CD-Rom (1995); Oxford Students Dictionary 

(2004) 
FORMULAIC: N. Schmitt (2004); M. McCarthy (1997) 
METAPHOR: A. Deignan (2005); G. Low/L. Cameron; K. Wikberg (2008) 
SPOKEN v WRITTEN: D. Biber (2006); M. McCarthy (2001); S. Adolphs 

(2010) 
GRAMMAR: S. Hunston/G. Francis (Pattern Grammar, 2000); D. Biber  
(Spoken and Written, 1999) 
VARIETIES/DIALECTS: ICE; Leeds (Atwell: Br/Am, 2007); Scots; Irish 
HISTORICAL/DIACHRONIC: Helsinki 
CONTRASTIVE: Larrivee & Krishnamurthy (rare syntactic  
sequences: def det+indef pron; Eng/Fr, 2009); GeWiss  



 

APPLICATION 1: LANGUAGE STUDIES 

 
ÅMost frequent lexical words: time, people (Cobuild, 1987) 
ÅŎƻƳƳƻƴ ǾŜǊōǎΧ ŀǊŜ ǳǎŜŘ ΨdelexicallyΩΥ take a bath/an exam, 

make a decision/mistake, have a rest/an idea (Cobuild, 1987)  
ÅǎŜŜΧ ƳŜŀƴǎ ΨunderstandΩ όŜǎǇΦ ƛƴ ǎǇƻƪŜƴύΥ I see / You see 
Å thing / this / that  refer most often to abstract entities (e.g. a 

proposition or argument), not physical objects: A strange 
thing happenedΧ Is that why you had a few days off?... This 
is why I'm opposed to the plan (Willis, 1990) 

Å -ly adverbs: lamely used for excuses (not walking), crisply 
used with verbs of speech (Cobuild; cf ~ in other dictionaries) 

Åof Χƛǎ not a preposition: rarely used in adjuncts, usually in 
noun phrases, X of Y (Sinclair, 1991)  

ÅNew words (1985-1995): (0 in 1985 corpus) > 1995 corpus = 
 camcorder (1214), virtual reality (458), imaging (463),  
 mobile phone (455), satellite dish (236), laptop (184),  
 videophone (144), palmcorder, smart card, microsurgery,  
 teleworker, email, helipad, hypertext (Cobuild 1995) 



Å Hausmann (1989): COBUILD (1987) & LDOCE II (1978)  
ï http://ijl.oxfordjournals.org/content/2/1/44.short 

Å = corpus & pre-corpus dictionaries 

Å Headwords/senses: άΧƳŀǊƪǎ /h.¦L[5 ƻǳǘ ŀǎ ŎƭƻǎŜǊ ǘƻ ǘƘŜ ƛŘŜŀƭ ƻŦ ŀ 
learner's dictionary than LDOCE, whose wealth of extra information seems 
ǊŀǘƘŜǊ ǇŜǊƛǇƘŜǊŀƭ ŀƴŘ ǘƘǳǎ ǎǳǇŜǊŦƭǳƻǳǎέ 

Å Examples: ά!ƴȅ ƭŜŀǊƴŜǊϥǎ ŘƛŎǘƛƻƴŀǊȅ ǎǘŀƴŘǎ ƻǊ Ŧŀƭƭǎ ōȅ ǘƘŜ ƴǳƳōŜǊ ŀƴŘ 
quality of its examples, for it is the examples above all which help the 
foreign learner to understand a word (decoding function), learn it 
όƭŜŀǊƴƛƴƎ ŦǳƴŎǘƛƻƴύ ŀƴŘ ǳǎŜ ƛǘ όŜƴŎƻŘƛƴƎ ŦǳƴŎǘƛƻƴύΦ [5h/9Χ ƛǎ ŎƭŜŀǊƭȅ 
inferior to COBUILD both as far as the number and length of its examples 
ŀǊŜ ŎƻƴŎŜǊƴŜŘέ 

 

Å http://www.antimoon.com/how/cobuild-review.htm 

Å άŦǊƛŜƴŘƭƛŜǎǘΣ easiest-to-understand definitions ƻƴ ǘƘŜ ƳŀǊƪŜǘΧ ǎƘƻǿ ȅƻǳ 
how to use a word naturally, not just what it meansΧ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ŀƴŘ 
the example sentences give you an almost complete picture of how a 
word is used in the English language. After you read them, the word is 
usually "yours" τ ȅƻǳ Ŏŀƴ ǳǎŜ ƛǘ Ŝŀǎƛƭȅ ƛƴ ȅƻǳǊ ƻǿƴ ǎŜƴǘŜƴŎŜǎέ 

 

APPLICATION 1: LANGUAGE STUDIES 

 

http://ijl.oxfordjournals.org/content/2/1/44.short
http://www.antimoon.com/how/cobuild-review.htm
http://www.antimoon.com/how/cobuild-review.htm
http://www.antimoon.com/how/cobuild-review.htm
http://www.antimoon.com/how/cobuild-review.htm


APPLICATION 1: LANGUAGE STUDIES 
ñin speech, progressive verbs are more common than  

simple verbsò (Biber 2005) 



APPLICATION 2: LANGUAGE PEDAGOGY 

Å would is itself hypothetical (= 50% of corpus examples): I think The 
Tempest would make a wonderful film. Conditional use is a sub-
category: It would surprise me if sterling strengthened. Cf 
coursebooks: would is only 2nd conditional (Willis, 1990) 

 

Å Sequences of tense, person, and phrases of time and place 
always depend on the standpoint of  the writer/speaker. They are 
not rules of reported speech (Willis, 1990) 

 

Å Lexical Syllabus ï Willis (1990), Lewis (1993) 

 

Å Collocation - Lewis (2000), Barfield & Gyllstad (2009) 

 

Å Authentic texts and examples - Ranalli (2003), Gavioli & Aston 
(2001), Koprowski (2005) 

 

Å Learner corpora - ICLE (Granger, 1993), L1-specific vs generic L2 
problems, overuse and underuse (Berber-Sardinha, 1996, 2004) 



ÅCALL (Computer-Assisted Language Learning) 
and CorpusCALL 

ÅData-Driven Learning (Tim Johns) 

ÅLexical Syllabus (Willis 1990) 

ÅTALC (Teaching and Language Corpora) 
conferences (1994 ς 2006) 

 - http:// talc7.eila.jussieu.fr/previous_sites.en.shtml 

ÅCLLT (Corpus Linguistics and Language 
Teaching) newsgroup 

APPLICATION 2: LANGUAGE PEDAGOGY 

http://talc7.eila.jussieu.fr/previous_sites.en.shtml
http://talc7.eila.jussieu.fr/previous_sites.en.shtml
http://talc7.eila.jussieu.fr/previous_sites.en.shtml


20 

ÅTeachers analyse ǎǘǳŘŜƴǘǎΩ ŜǊǊƻǊǎ 
Åa corpus of 50 essays written by Chinese EAP (English for 

Academic Purposes) foundation students 
 

Å5232 errors identified. Most frequent errors were: 
 

Å (1) Missing definite article   10.1% 
Å (2) Bare singular count noun for plural  8.8% 
Å (3) Redundant definite article   8.5% 
Å (4) Mis-selection of preposition   6.1% 
Å (5) Lexical misconception    5.8% 
Å (6) Wrong tense and aspect   3.8% 
Å (7) S-V non-agreement    2.4% 
Å (8) Wrong collocation    2.1% 
Åόфύ aƛǎǎƛƴƎ ΨŀΩκΩŀƴΩ    2.0% 
Å (10) Comma splice     2.0% 

APPLICATION 2: LANGUAGE PEDAGOGY 
 (Fei-Yu Chuang 2005) 



APPLICATION 2: LANGUAGE PEDAGOGY 
(Kosem & Krishnamurthy 2007) 

General English: say Ґ άǎǇŜŀƪέ http://acorn.aston.ac.uk/  

Academic English: say Ґ άǿǊƛǘŜέ http://acorn.aston.ac.uk/  
 

argue = άǉǳŀǊǊŜƭέ όDŜƴŜǊŀƭ 9ƴƎƭƛǎƘύΤ Ґ άǇǊƻǇƻǎŜκŎƭŀƛƳέ ό!ŎŀŘŜƳƛŎ 9ƴƎƭƛǎƘύ 
http://corpus.byu.edu/bnc/ 

 

  

http://acorn.aston.ac.uk/
http://acorn.aston.ac.uk/
http://corpus.byu.edu/bnc/


learner 

expert 

LEVEL 

MODE 

GENRE 

DOMAIN DOMAIN 

GENRE 

SPOKEN WRITTEN 

(chemistry, education, etc) (chemistry, education, etc) 

(lecture, discussion, etc) (article, essay, etc) 

APPLICATION 2: LANGUAGE PEDAGOGY 
(Kosem & Krishnamurthy 2007) 



Corpora vs Coursebooks: 

ÅCoursebooks often use made-up or heavily 
edited, unnatural text 

ÅGlossaries and grammar explanations are 
severely restricted to specific context 

ÅOften out-of-date 

ÅFollow a grammatical syllabus 

ÅLimited varieties of text 

APPLICATION 2: LANGUAGE PEDAGOGY 



  
 

ÅParallel Corpora (contents: source/translated) 

 shows Non-Word Equivalence 
 

ÅComparable corpora (same topic/domain) 
 

ÅTheory vs data (e.g. text length) 

 

 

APPLICATION 3: TRANSLATION 







COMENEGO (Corpus Multilingüe de Economía y Negocios): 4-grams  

1 5779 de l article L 

2 4152 à l article L 

3 3247 l article L du 

4 1916 dans les conditions prévues 

5 1749 article L du code 

6 1621 à l article R 

7 1598 alinéa de l article 

8 1576 dispositions de l article 

9 1512 de l article R 

10 1456 dans le cadre de 

11 1329 du Code de commerce 

12 1324 application de l article 

13 1316 www economie cours fr 

14 1259 à compter de la 

15 1216 c est à dire 

16 1210 Autorité des marchés financiers 

17 1199 prévues à l article 

18 1198 I de l article 

19 1109 L du code de 

20 1066 l Autorité des marchés 

1 2587 de millones de euros 

2 2491 del Mercado de Valores 

3 2470 de la Ley de 

4 2033 la Ley de de 

5 1829 Nacional del Mercado de 

6 1826 Comisión Nacional del Mercado 

7 1756 del Consejo de Administración 

8 1615 la Comisión Nacional del 

9 1382 el Consejo de Administración 

10 1281 artículo de la Ley 

11 1206 KONINKLIJKE AHOLD N V 

12 1197 en el caso de 

13 1182 el artículo de la 

14 1083 lo dispuesto en el 

15 1073 en el artículo de 

16 1068 los millones de euros 

17 1016 Consejo de Administración de 

18 1008 Real Decreto de de 

19 945 de pérdidas y ganancias 

20 939 que se refiere el 

APPLICATION 3: TRANSLATION 
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ÅTheory vs data (e.g. text length) 

ÅTranslated texts tend to be longer than originals 

 

Åά¢ƘŜǊŜ ƛǎ ŀƭƳƻǎǘ ƎŜƴŜǊŀƭ ǘŜƴŘŜƴŎȅΣ ƛǊǊŜǎǇŜŎǘƛǾŜ ƻŦ 
ǘƘŜ ǘǊŀƴǎƭŀǘƻǊΩǎ ƛŘŜƴǘƛǘȅΣ ƭŀƴƎǳŀƎŜΣ ƎŜƴǊŜΣ ǇŜǊƛƻŘ 
and the like, to explicitate in the translation 
ƛƴŦƻǊƳŀǘƛƻƴ ǘƘŀǘ ƛǎ ƻƴƭȅ ƛƳǇƭƛŎƛǘ ƛƴ ǘƘŜ ƻǊƛƎƛƴŀƭ ǘŜȄǘΦέ 
      (Toury, 1980) 

APPLICATION 3: TRANSLATION 



George Orwell 1984 (info from TELRI) 

Sentences  Paragraphs  Words  

English 6701 1286 104,302 

Bulgarian 6649 1321  87,235 

Czech 6714  1285 80,366 

Estonian 6658 1289  79,334 

Hungarian 6732  1292  81,147 

Romanian 6487 1335  101,460 

Slovene 6689 1288  91,619 

APPLICATION 3: TRANSLATION 



ÅMichaela Mahlberg (Clusters in Dickens, 2007) 

 

ÅKrishnamurthy, 1995. The Macrocosm and the 
Microcosm: The Corpus and The Text 
http://acorn.aston.ac.uk/acorn_publication.html 

 

ÅBill Louw (1993, 2006) 

ÅShakespeare (Culpeper, 2007) 

 

 

APPLICATION 4: LITERATURE, STYLISTICS 

http://acorn.aston.ac.uk/acorn_publication.html



